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ABSTRACT
Data oversharing is a critical issue in today’s technologically driven

society. Numerous entities, i.e., corporations, governments, crim-

inal groups, are collecting individuals’ data. One potential cause

is that current systems, such as verification systems, do not priori-

tize the minimization of exchanged data. To address this issue, we

propose SecureCheck, a novel privacy-enhancing technology (PET)

framework that prioritizes data minimization. We aim to ensure

that individuals control technology and its access to themselves,

and not technology controlling individuals or their data. To that

end, our proposed framework is comprised of two components: a

novel access control model, called access mediation contracts, that
enables users to negotiate with third parties over what data is used

in a verification event, and a novel recommendation system that

recommends the access mediation contracts in situationally-aware

manner using geolocation data. As a part of ongoing work, we are

developing a privacy calculus model detailing the decision process

for data exchange. Also, we are conducting an exploratory study

to better identify how to resolve conflicts between data owners

and verifiers. Finally, we are actively working towards VaxCheck, a
prototype implementation of SecureCheck focused on vaccine ver-

ification systems, so we can assess its effectiveness and suitability

for future deployments in practice.
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1 INTRODUCTION
Privacy is a nebulous concept. Depending on the field, privacy can

be defined differently. Warren and Brandeis originally defined pri-

vacy, in the American legal context, as “the right to be let alone” [29].

Other theories of privacy have been produced by various individu-

als: Westin [30] defined privacy as “the claim of individuals, groups

or institutions to determine for themselves when, how, and to what

extent information about them is communicated to others.” Alt-

man [2] defined privacy as “the selective control of access to the

self.” However, these definitions do not fully encompass what pri-

vacy is because the boundary between the self and others is fuzzy

and thus difficult to completely differentiate those two spheres of

our lives [1]. This difficulty has been and continues to be exploited

by technology, which has made it easier for aspects of our lives to

be knownwithout permission. The leaking of private information is

now the norm. This reality has become evident through numerous

scandals, e.g., the 23andMe breach [19].

Credential verification is the process by which certified attributes

of a data owner are verified according to some policy [3]. An exam-

ple of this would be determining the vaccination status of a patron

so that they can enter a venue such as a restaurant. In the verifica-

tion process, some data about the data owner, e.g., the patron, must

be exchanged with the verifier, e.g., the host/hostess, to establish
the veracity of the data owner’s claim, e.g., being vaccinated. Often,

a third party, called the issuer, e.g., a legitimate medical service, is

needed to establish the authenticity of the data owner’s data. A

critical issue of this process is that data oversharing often occurs

because the minimization of the exchanged data is not prioritized.

Going back to the vaccination status example, the patron would

then share their vaccine passport which contains other information

such as their name, date of birth, vaccine type, vaccination date,

and other potentially sensitive data. In this context, the main cause

of data oversharing may be that verification systems are designed

for broad use in multiple situational contexts. Using a photo ID as

an example, it is used in multiple situations such as age verification,

identity verification, etc. Thus, the photo ID is designed to incorpo-

rate various attributes that are used for those different situations.

However, the ID is unable to discern what the situational context

that the verification is occurring in and thus data oversharing is

able to occur. Most current verification systems are unresponsive

to situational and cultural contexts for sharing data in a verification

event. Since verification systems do not respond to the situations

where verification events occur, data owners are rarely given say

over what data must be shared in said event. Consequently, they

are not able to maintain control over their sensitive data.

Our guiding philosophy is that people should control technology,

and not technology controlling people. Previous work has shown
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that individuals are indeed able to set cyber-protections correctly

and efficiently with previous work demonstrating efficiency rates

of 92% on common case scenarios [7]. Our research goal is to ensure

the privacy of individuals’ data being shared during a verification

event. Our approach will target information privacy, which is re-

lated to the control that the data owners exert on their information,

similar to how Westin defined privacy as the claim of individu-

als and organization to decide how their information is disbursed

to others [30]. While information privacy is the targeted aspect

that this research is aiming to be achieved in verification systems,

information privacy does not sufficiently describe the proposed

objective. To fully describe the proposed objective, the concept of

information flows from Nissenbaum [20] needs to be incorporated.

Information, including sensitive data such as medical information,

is shared through amultitude of channels all the time. Many of these

channels or flows do not raise the ire of the data owners despite the

loss of control of that information because these information flows

align with social conventions, i.e., sharing your health and family

history with your doctor. The sharing of privileged information

according to social norms allows for various social activities to be

completed. It is when flows violate social norms that data owners

become concerned and angry [20].

Our primary research objective (based on our philosophy) is to

provide significant evidence that users can effectively control
the dissemination of sensitive information contained within
verification systems by crafting their own data-sharing con-
tracts, a.k.a., access mediation contracts (AM-Contracts), for
a variety of situational contexts, while enabling the proper
flow of the information between the users and other parties
according to appropriate situational and social norms.

With that in mind, we propose SecureCheck, a two-part frame-

work to address the data oversharing issue. The proposed frame-

work will combine a novel access control model that emphasizes

consensus building between data owners and verifiers, and a geo-

location-based recommender model that leverages spatial data to

improve the usability of the framework. The first part is the novel

access control model dubbed AM-Contracts, which will facilitate

the mediation between data owners and verifiers to establish a

data sharing policy during a verification event. The second part

of the proposed solution is a geolocation-based recommendation

system for sharing AM-Contracts. The recommendation system

will provide situational context to data owner via AM-Contract

recommendations, thus ensuring data minimization in every situa-

tional context that a verification event can occur, and guaranteeing

that data owners retain control over the release of data. Thus, the

main contributions of our work are the following:

• An access mediation scheme enabling data owners and verifiers

to negotiate what data is to be shared for verification.

• A conflict resolution strategy that resolves potential issues be-

tween data owners and verifiers.

• A geolocation based recommendation system that provides situ-

ational recommendations to data owners to ensure that only the

necessary information is exchanged.

• A proof-of-concept vaccination certification system to demon-

strate SecureCheck’s capabilities.

2 BACKGROUND & RELATEDWORKS
2.1 Privacy Enhancing Technologies
The use of digital technologies and media have disrupted long

standing data sharing norms [20]. To address this problem, Privacy-
enhancing technologies (PETs) [17] were introduced. PETs are sets
of technologies that are designed using the privacy-by-design par-

adigm to ensure the privacy requirements in their targeted do-

mains [18]. The aim of PETs is to protect an individual’s privacy

through the use of technical means by providing data minimization,

anonymity, unlinkability, and/or unobservibility services [18]. The

goals of these PETs have been to share fine-grained data while

ensuring the privacy of the individual. However, efforts to produce

an all-encompassing PET solution that ensures the utility of the

data and privacy of the individual has stalled [23]. Instead, a re-

cent article by Stadler and Troncoso has suggested that researchers

should identify use cases where both the usability of fine grain data

and the privacy of that data can be maintained and to develop PETs

for those use cases [23].

2.2 Vaccination Certification Systems
To better elucidate SecureCheck, we will use an exemplar domain:

digital vaccination certification (DVC) systems, also colloquially

known as digital vaccine passport systems. DVCs are an ideal test

case because vaccination information is private health data that is

widely distributed across the US health system that in extraordinary

circumstances needs to be shared with a broad range of people and

locations. However, most people or locations need only access to

some of the data, but depending on the person or location that can

be a different subset of vaccination information.

The COVID-19 pandemic was a significant disruptive event for

the global society. It caused approximately 7 million deaths [9] and

a significant economic cost as well [8]. In response to the pandemic,

nations and organizations promoted and implemented various in-

terventions to mitigate the spread of the disease or prevent it. One

such solution was DVC systems. Multiple DVCsystems were im-

plemented by various countries and governmental organizations

during the pandemic such as the Green Pass by Israel, the EU’s

Digital COVID Certificate, and many more [28]. With this in mind,

the concepts behind SecureCheck will be used to develop a novel

vaccine passport called VaxCheck: a PET to preserve the privacy of

the vaccination data shared during a vaccine verification event.

2.3 Related Works
The idea for privacy-preserving credentials was first proposed

in 1982 by Chaum [6] with the first implementation created by

Camenisch and Lysyanskaya in 2001 [5]. Since then, numerous

privacy-preserving credential frameworks have been proposed

which are designed to ensure some combination of these properties:

anonymity, pseudonymity, selective disclosure, and unlinkability.

Functional credentials [10] is an anonymous credential scheme

that allows users to prove that they posses an attribute set according

to some policy using predicate encryption. Policies are expressed as

polynomially computable predicates which then can be evaluated

over any set of attributes. This scheme issues users decryption keys

which correspond to a selected set of attributes in a policy predicate.
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Thus users need only to decrypt the predicate ciphertext to show

that they have the necessary attributes needed to satisfy the de-

fined policy. Since all policies are encoded as a predicate ciphertext,

this framework allows for designated third parties to verify users

without learning about the policy or the users’ attributes.

PriFoB [3] is a global accreditation and credential verification

system. It is designed to utilize a pubic-permissioned blockchain

integrated with a fog computing layer such that it can be used

for any type of credentials at a global scale. PriFoB consists of

three layers: the Distributed Trusted Third Party (DTTP) layer,

the fog layer, and the end-user layer. The DTTP layer is the layer

where blockchain is managed through verifying new blocks and

maintaining the blockchain’s consistency. The fog layer verifiable

credentials are created and revoke. PriFoB implements a Proof-

of-Authority and Signature-of-Work algorithms for handling the

verifiable credentials and issuers on the blockchain.

The crucial difference between SecureCheck and the previously

mentioned credential systems is the question of who decides what

attributes or data is used in the verification policy. Most creden-

tial systems answer this question by having the verifiers solely

handle verification policy creation. This presents verifiers with

the opportunity to request more data than what is required and

the data owners with little recourse. Our approach differs in that

the verification policy is determined in an ad-hoc manner by both

the verifiers and the data owners. This approach does not neces-

sarily resolve the issue because not all data owners have privacy

or cybersecurity training. Thus, SecureCheck also incorporates a

recommender system to assist data owners.

3 PROBLEM STATEMENT
Referring back to Sec. 1, technology has had profound effects on

our privacy rights by gathering, storing, and processing significant

amounts of our personal data. Our data is being gathered, leaked,

and/or sold by several entities such as malicious actors [15], corpo-

rations [24], government agencies [22], etc. There have been various

solutions of different methodologies that have been developed to

address this issue such as the legal means of the European Union’s
(EU’s) General Data Protection Regulation (GDPR) [12]. However,

there still remains a need for technological solutions to reduce data

leakage or data oversharing including in credential verification.

As stated earlier in Sec. 1, two major contributing factors for

data oversharing in verification systems are: (i) they are designed

for broad use in multiple varied situations; and, (ii) they are not

designed to enable data owners to have a voice in what data is

shared for verification. To address both factors, the following six

functionalities must be supported:

(1) Identify the current situational or cultural context.

(2) Specify the data to be exchanged in a verification event depend-

ing on the situational context, the data owners’ expectations,

and the verifier’ expectations.

(3) Allow the data owners and verifiers to specify their custom

verification policies.

(4) Ensure that there is no conflict between both parties’ policies.

(5) Resolve potential conflicts so that an agreed policy can be

reached.

(6) Enforce the conditions of that policy.

Figure 1: An essential function of SecureCheck: data owners
leverage contracts to release specific data for various loca-
tions, e.g., hospitals, restaurants, and schools.

4 METHODS
SecureCheck is comprised of two parts: AM-Contracts and a gelo-

cation-based recommendation system. AM-Contracts are designed

to implement the functionality of enabling the verifiers and data

owners to generate a consensus about the verification policy as

outline in the third, fourth, fifth, and sixth functionalities in Sec. 3.

The geolocation-based recommendation system is designed to en-

able verification systems to be aware of where a verification event

is occurring and to recommend what data should be exchanged for

verification based on the most probable situation to occur within

that space thereby implementing the first and second functionali-

ties from Sec. 3. Our approach is illustrated by Fig. 1: an individual

can travel to various locations such as a hospital, restaurant, or

university and shared specific pieces of data to these locations for

verification such as verifying their vaccination status. These spaces

will obtain access to only the data that they need and the data owner

can maintain control over their data.

4.1 Trust Model
The trust model being used is the untrusted client scenario [17] or

also called the semi-trusted model [18]. In our model, the data own-

ers do not fully trust the other actors involved in SecureCheck. We

assume that the other involved actors are honest-but-curious, that is,
actors using SecureCheck generate trustworthy input and outputs

and/or produce honest calculations, but they may be curious and

try to obtain extra data that they do not need.

There are three actors in this model. The first actor is the data
owner which is the individual whose data is being collected or

stored. The second entity involved in the trust model is the verifier.
The verifier is the entity that uses the service to request the data

owner’s attributes. The last entity involved in the proposed model is

the issuer. The issuer stores and certifies the data owner’s attributes
and issues credentials to them. The verifiers would determine the

validity of the attributes within the credentials with issuers. In

this scenario, the issuer would act as a Trusted Third Party (TTP)

for both the data owners and the verifiers. The verifiers would be

treated as semi-trusted entities by the data owners.
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Figure 2: A foundational view of our proposed approach: the
three entities: Data Owners, Verifiers, and Issuers, interact
with each other according to a semi-trusted model.

4.2 Access Mediation Contracts
The core functionality of the proposed approach is theAM-Contracts.

These contracts are designed to enable negotiations between the

data owner and verifier in a verification event. The goal of enabling

a negotiation between the two parties is to ensure data owners

retain control of their data while verifiers still have access to neces-

sary data. The AM-Contracts are used to communicate what data,

contained with a certificate or credential, will be used in a verifi-

cation event. AM-Contracts are composed of a set of permissions

corresponding to the attributes within the credentials. Selecting

a permission represents selecting an attribute to be used in the

verification event. So the use of the AM-Contracts start with the

issuance of a set of digital certificates or credentials. The data owner

will still need to register a set of attributes, (1) in Fig. 2, to obtain

the credential or certificate from the issuer, (2) in Fig. 2, but the

proposed AM-Contracts will be designed to integrate with existing

attribute-based credentialing systems.

The AM-Contracts will be used to mediate verification events.

At the beginning of a verification event, the data owner and verifier

will create their initial contracts, (3) in Fig. 2. Both parties use

the same contract model, but the purpose of their contracts differ.

The data owner will select their attributes from their credentials

which are to be shared in the event. They will also define certain

parameters that affect access to their attributes such as duration

of access, etc. Once finished, the data owner will create an AM-

Contract. As part of the contract creation phase, the AM-Contract

will automatically review the selected attributes and conditions for

the data owner. This review process calculates the privacy risk that

the contract presents to the data owner. This risk is shown as a risk

score to the data owner. The higher scores reflect a riskier contract,

lower scores reflect a lower risk contract. The verifier will generate

an AM-Contract to request specific attributes that they need for

verification. In our approach, an AM-Contract generated by the

data owner is called a data release AM-Contract, and the one created
by the verifier is called a data request AM-Contract.

Figure 3: Conflict Resolution Strategy: if the symmetrical
difference of the contracts from the data owners and verifiers
is nonzero, further action is determined based on a risk score.

Once the data owner and verifier have defined their contracts,

the contracts are to be shared and compared with one another, (Fig.

2, (4)). If there are no conflicts between them, they will resolve

into a data sharing agreement contract. Both parties will receive the

resulting contract, but the verifier will forward it to the issuer to

obtain the agreed upon attributes of the data owner (Fig. 2, (5)).

With the attributes sent to the verifier (Fig. 2, (6)), the verification

event is completed. This negotiation process for verification must

be completed by both parties for each event that occurs.

If the comparison between the contracts result in a conflict then

there are three possible outcomes (U refers to the data release

AM-Contract and S refers to the data request AM-Contract):

(1) 𝑈 ⊃ 𝑆 - The data owner is releasing more attributes than the

verifier is requesting.

(2) 𝑈 ⊂ 𝑆 - The data owner is releasing less fields than the verifier

is requesting.

(3) 𝑈 ⊈ 𝑆 ∧ 𝑆 ⊈ 𝑈 - The data owner has created a data release

AM-Contract where at least one or more attribute differs from

the requested set of attributes.

The first case as described is straightforward. Despite being a

conflict between𝑈 and 𝑆 in case one, the data owner has already

agreed to allow the verifier access to the requested attributes. The

attributes that make up the contract difference, L, are attributes that
have not been requested by the verifier. Thus the solution is to only

release the requested attributes and not release L to the verifier.

For example, suppose a patron enters into a restaurant and that

restaurant has a policy that diners need only show their COVID-19

vaccination status to enter. Within the proposed framework, if the

patron decides to release their vaccination status and additional in-

formation, such as their name, then only their status will be released

to the restaurant. The second and third cases represent major con-

flicts between the data release AM-Contract and the data request

AM-Contract. The second case represents when a verifier requests

more data than the data owner is willing to release. The difference

between 𝑈 and 𝑆 is calculated as 𝐿 = 𝑆 −𝑈 . Using the restaurant

example, the restaurant is requesting the patron’s vaccination sta-

tus, vaccination date, and vaccination type and the patron is only

releasing their vaccination status. SecureCheck would resolve this

conflict depending upon circumstances that verification event is
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occurring in, e.g., by recognizing that this is a restaurant and thus

resolve the conflict by siding with the patron. The third case rep-

resents when the data owner is releasing different attributes than

what is being requested. The difference between 𝑈 and 𝑆 would be

calculated as the symmetric difference: 𝐿 = 𝑈 ⊖ 𝑆 . For example, the

restaurant is requesting the patron’s vaccination status and name,

but the patron is releasing their vaccination date, vaccination type,

and name. SecureCheck would determine which of the conflicting

attributes should be shared given the circumstances and is of less

risk to the data owner. In this case, SecureCheck would side with

the restaurant and request the patron to only release their status in

addition to their name.

For the three cases, L is calculated and the conflict resolution

subsystem will analyzes the attributes in L through a privacy risk

assessment. This is done to determine the risk of releasing additional

data. The risk calculation will be shown as a simple numeric risk

metric to the data owner, enabling them to understand the cost of

releasing more or different data.

4.3 Geolocation-based Recommendations
One method for discerning the type of situation that the verifica-

tion event is occurring in is determining the location of where it

is happening. There is a dependency of the situational context on

the physical space in which the verification event occurs. Thus,

there is a dependency between what data needs to be shared for

verification and the location where the event takes place. It is pos-

sible to improve the situational awareness of verification systems

by leveraging geolocation data through geofences.

The geolocation-based recommender system is comprised of two

components: a geofence and a recommender system. A geofence

is a service that triggers an action when a device crosses a defined

virtual boundary [4]. Recommender systems have been used as a

solution for filtering substantial amounts of information and finding

relevant information [13]. The geolocation-based recommender

system’s purpose is identifying the location where the verification

event occurs. Using the location data, the system will generate

an AM-Contract recommendation for the data owner to use in

the verification event. By leveraging the location data of the data

owner during verification, the recommender system can produce

a contract recommendation that tailors the verifiers’ access to the

data owners’ data according to the current situational context.

The operation of geolocation-based recommender system is

shown in Fig. 4. It starts with the data owner, (1) in Fig. 4, go-

ing to a physical space with the geofence enabled. Upon crossing

the geofence, the system will retrieve the space’s data request AM-

Contract (if it has been created), (2a) in Fig. 4. The geofence will

also identify the space the owner has entered and inform the rec-

ommender component. Around the same time as (2a), the recom-

mender component will generate a recommendation, shown as (2b)
in Fig. 4, using the data related to that space including the type

of space it is (i.e. academic area, government building, business),

history of data shared with that space, and the risk associated with

sharing that data. The recommender system will produce an AM-

Contract recommendation that indicates what data can be safely

shared , which is (3) in Fig. 4. The recommender systemwill forward

its recommendation to the data owner. The data owner can use the

recommended contract or create their own for the negotiation.

Figure 4: Geolocation-based Recommendations: the geofence
system and recommender system work in tandem to iden-
tify the space the owner has entered and its attributes; then
produces a contract recommendation the owner can use.

5 ONGOINGWORK
There are a number of items we are currently working on to com-

plete the proposed framework. These items are related to complet-

ing the access control model and development of the geolocation-

based recommender system. For our access control model, we are

working on four items. First, we are examining various technolo-

gies to use as the foundation for developing AM-Contracts. These

technologies are attribute based credentials [18] and attribute-based
access control (ABAC) systems [27]. The current design of the ne-

gotiation protocol has both parties create AM-Contracts for each

verification event. This places an increase burden on both parties.

Thus, we are working on a solution where both parties can establish

one AM-Contract for all verification events between them until

one wishes to alter it. Also, we are developing a privacy risk metric.

There has been research into developing a metric for measuring

data leaks [26] and privacy risk [16]. Thus, we are developing a risk

metric that targets the release of data for the individual user. In addi-

tion, we are working on how to resolve potential contract conflicts

between verifiers and data owners. We are conducting a two-part

exploratory mixed method study targeting both the verifier and

data owner populations. The first portion is a qualitative study

where participants from both populations will be interviewed. The

objectives of the qualitative portion is to (1) identify the factors that

are used in an individual’s decision process for releasing sensitive in-

formation, (2) uncover further design requirements for verification

systems, and (3) understand the privacy attitudes towards sharing

sensitive data in verification systems. The data collected from the

qualitative portion will be used to develop a model that documents

the decision making process using privacy calculus theory [11]. The

second portion of the study will include a quantitative survey to

experimentally verify the results, i.e., the privacy calculus model,

and to gather AM-Contract recommendations for various location
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types, which will be used to create the geolocation recommender

model and the conflict resolution subsystem.

Finally, there are two items that we are working on in regards to

the geolocation-based recommender system. First, we are research-

ing what fundamental model and parameters to use to construct the

recommender system. For the fundamental model, there are two

ideas that are being examined: association rule mining [21] or graph

neural network using a bipartite graph [31]. Currently, the only

parameter the recommender system uses is the location data of a

data owner. We recognize that there are other potential parameters

such as the privacy risk score that could be used in the recommen-

dation process. Thus, we are exploring other potential parameters

to use. The second item we are working on is the geofence model

leveraging OpenStreetMap [14]: a community built database that

documents various geographical features such as buildings, roads,

and other structures. We will use OpenStreetMap to develop our

geofence model by leveraging alpha shapes and Voronoi diagrams

inspired by a method for dynamically generating a geofence for

UAVs proposed by Vagal et al. [25].

6 CONCLUSION
Data oversharing is a crucial privacy issue that needs to be ad-

dressed. In our current technologically driven climate, there is no

balance between preserving the individuals’ right to determine how

their data is shared with others and third parties having access to

various types of data. We proposed a novel PET framework, called

SecureCheck, that promotes data minimization in verification sys-

tems to address some of the data oversharing. We are developing

an exploratory mixed method study to determine how individu-

als approach verification events and what data do they prefer to

exchange. Using this data, we will finish the development of both

components for SecureCheck. Also, we are using SecureCheck to

develop a vaccine verification system called VaxCheck to demon-

strate the capabilities of the framework. We will also determine the

efficacy of VaxCheck through a series of experiments.
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